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Introduction

At present there are nine school districts in seven states {Arizona,
New Hampshire, North Carolina, Oklahoma, South Dakeota, Texas, Utah) that
use student test scores as evaluative criteria in determining merit pay for
classroom teachers (Calhoun & Protherce, 1983). In all but two of the districts
{Dallas and Houston) test scores serve as the only evidence of educational
productivity.

Achievement ftest Score gains by students are often preferred to
administrator or supervisor ratings of performance because the measurcment
is preceived as more cobjective. This cgbjectivity, howevex, is illus~ry.

Wnile student responsas to multiple—éhoice test items can be scoved objectively,
the inferences drawn from their scores are subjective. All scores are inter-
preted, and judgments about student performance are inescapable. When the
scores of students are used to infer the productivity of teache:rs, that
inference can be tenuous, inasmuch as the measurement of teacher productivity
is dbtained indirectly from student achievement. That 1s, teachers are not
being measured directly.

The assessment of superior teacher performance or productivity in order
to award merit pay reguires a plan that is fair and equitable tc all teachers.
Establishing such a plan on the basis of achievement test gains is fraught
with numerous difficulties. The difficulties stem primarily from limitations
in testing technology coupled with the infeasibility of executing rigorous
experimental design procedures in the natural school setting.

The purpose of this paper is to identify the major sources of difficulty

in using student achievement test scores as criteria for allocation of toacher
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merit pay. The sources are examined in the context of the most freguently used
pretest-posttest design. It is, perhaps, the simglest, most efficient, and |
cdst*effective medel for estimating educational productivity. Only two test
administrations are required: one at the beginning of the school year (September
or October) and one at the end of the year (May or June}. One test form or
parallel forms can be used. The difference in class performange between-the
pretest and posttest is computed and the resulting "gain score” is used to
infer teacher productivity.

The paper 1s organized acceording to six topics: {1) achievement test
and score selection, (2)'st;ucture and content of instructien, {3) student
characteristics, (4) reliability of test scores and gain scores, (5) validity
of test score and gain score inferences, and (6) critgrion for superior teacher
productivity. Conclusions aré given for the effectiveness of the pretest-

posttest gain score model for awarding merit pay.

Achievement Test and Score Salection

Test Selection

Norm-referenced vs. critvericon-referenced tests. The first decision that

must be made is the type of achievement test{s) to be used to measure educational
productivity., The choices often reduce to standardized, norm-referenced tests
and criterion-referenced tests. The selection of any single test should be
based on its technical adequacy in terms of norms, validity, and reliability.

Standards and criteria for judging adequacy are set forth in the Joint Technical

standards for FEducational and Psychological Testing {(AERA, APA, NCME Joint

Committee, in preparation). Special attention should be given to the charac-

teristics of curricular and instructional validity. It is important that the



items on the test match the cbjectives of the local curriculum and the instruction
that actuélly occcurs. Tests that are insensitive toe what is taught in any subject
area are inappropriate measures of student achievement as well as educational
productivity.

Since standardized, norm-referenced tests such as the Iowa Tests of Basic
Skills, California Achievement Tests, Comprehensive Tests of Basic skills,
Metropelitan Achievement.Tests, and Stanford Achievement Test typically survey
broad domains of content, they rarely "mirror a particular curriculum." In
fact, the tests are expressly designed to minimize local, state, and regional
content bhiases (Green, 1983; Mehrens, 1983). If the achievement test scores do
not accurately measure achievement in the progiram, their validity is weakened.
The degree of invalidity is contingent upon the match between what the test
measures and what the curriculum covers. The assessment of curricular and
instructional validity is described further in the section on validity.

In contrast to standardized tests, criterion-referenced competency tests
are tailored to measure the instructional objectives of a school-based program
{(Berk, 1980, in press a). Such tests, however, must be developed by the local
or state educatiounal agency. Unfortunately, t'e experiences with minimum
competency test construction over the past decade indicate that the products
of local efforts are far from technically adequate {Berk, in press b). Com-
mercially-developed criterion-referenced tests have also been plagued by
numerous technical problems (Hambleton & Eignor, 1978).

Cne test vs., parallel forms. When the intervening period of time betwean

testing is lengthy, say, three months or more, there is no statistical
advantage to using a parallel test form on the second test administration. A
parallel or equivalent form of the pretest, however, may be desirable for

other reasons, especially to maintain test security. If a parallel form is



to be used, equivalence and equivalence-stability coefficients should be
inspected. If the coefficients do not meet minimal standards, the parallel
form should not be administered.

Score equating for parallel forms. If parallel forms are chosen, score

. equating is nécessary. A parallel form's reliability coefficient provides
evidence only of the degrée of equivalence; when this equivalence is less

than perfect, individual scores will differ on the two forms. For example,
one form of a test, Form B, may be easier than another form, Form A. If no
adjustment in the scores were made to account for those differences in
difficulty, a score, of say, 60, on each form would mean something different.
It would be harder to attain that Score on Form A. If Form A was administered
as the pretest and Form B Was the posttest, an observed gain score could be
very misleading. It would be attributable to the difficulty levels of the
tests rather than to true achievement gain. The scores must be eguated across
Forms A and B to adijust for these differences and to establish their compara-
bility for estimating gain scores.

This horizontal equating of test forms that are designed to measure the
same content at the same level for the same population can be accomplished by,
using any one ‘of four models: linear, equipercentile, one-parameter logistic
Rasch}, and three—parameter logistic {see Angoff, 1971; Holland & Rubin, 1982;
Marco, 1981l}). The equating process transforms the raw scores an the two forms
into one scale, often called scaled scores. Although there are systematic
equating errors associated with these scores, they are typically less serious
than the errors that can result from estimating gain scores from parallel forms

which have not been equated.



Test Score Metg&g

In order to perform the most basic arithmetic calculations, such as computing
the difference between pretest and posttest scores and group average scores, equal-
interval scales are essential. The most popular derived score Scale for norm—
referenced tests is the grade equivalent. Unfortunately, it is not an interval
scale and has several serious deficiéncies {see Angoff, 1971; Berk, 1981, 1984,
chap. 3; Cole, 1982; Flanagan, 1951; Horst, Tallmadge & Wood, 1974; Linn, 1981;
Williams, 1980). Eight deficiencies have been identified by Bexk (1984, chap. 3):

Grade equivalents

1. invite seemingly simple but misleading interpretations;

2. assume that the rate of learning is constant throughout the school

year;

3. yield different growth rates at different score levelér

4. are derived primarily from interpclation and extrapolation rather

than from real data:

5. are virtually meaningless in the upper grade levels for subjects

that are not taught at those levels;

6. do not comprise an equal-interval scale;

7. exaggerate the significance of small differences in performance;

8. vary markedly from publisher to publishér, from test to test, from

subtest to subtest within the same test battery, from grade to grade,
and from percentile to percentile. (pp. 94-96)
Since grade equivalents can distort a student’s actual achlevement levels on both
the pretest and posttest, there is no technically sound reason to justify their
use in the estimation of gain scores. B&As Angoff (1971) noted, "their simplicity

is far more apparent than real™ (p. 525)}; however, the adverse consequences of



their continued use will be far more real than apparent.

Percentile ranks are also unacceptable for gain score analysis inasmuch
as they comprise an ordinal scale, While their interpretation is direct and
readily understood, the inequality of percentile units on different parts of
the scale render them inappropriate for computing pretest~posttest gains.

The preferred metrics for gain score analysis are standard scores such as
z—scores, T-scores, and normal curve equivalents (NCEs), and scaled scores.
They possess the desirable property of equal intervals and provide a common
language for test to test, class to class, or other comparisons. Zimmerman
and Williams {1282) stressed that the transformation cf raw scores to one of
the standard score metriés should occur after the individual difference scores

have been computed. That is, the raw gain score, X - X

5 1’ should be calculated

for each student first; then the gain score should be converted to the standard
score scale. The authors indicate that this procedure is necessary so that the
reliability of the raw gain scores is the same as the standardized gain scores.
If the transformation is performed prior to determining the gains, "these gain
scores can be utterly unreliakle" (p. 153). When éarallel test forms are
employed, the (horizontally) scaled scores should be used.

For criterion-referenced tests the foregoing scores of relative standing
are not meaningful. The simple provortion of items that a student answers
correctly on each testing is an appropriate metric to estimate gain. Proportion
correct is, in fact, an absolute as opposed to relative measure of achievement.
Alsoc, Linn ({1981) has recommended that if the content domain of the test is
explicitly defined and random or stratified random samples of items can he

generated, the estimate of preoportion correct on each item sample can be used to



ocbtain growth curves.

Structure and Content of Instruction

Objectives Guiding the Instruction

It is often desirable instrucktionally to state realistic instructional
and behavioral objectives for each child aleng with appropriate prescriptions.
This practice is required for all handicapped children according to the rules and
regulations for implementation of P.L. 94~142 (U.S.0.E., 1977). The objectives
and prescriptions are documented in the form of an individualized education
program (IEP). Such wiphin class variation among objectives and actual instruction,
however, 1s inconsistent with the need to choose tests thatb measure sSome standard
sat of expected ocutcomes. The gap between this "standard set” and the
"individualized set” can be sizable, The mismatch betwsen the objectives the
test measures and the obljectives that actually guide the instructien can
weaken the curricular wvalidity of the test and the inferences from the gain
scores (for a further discussicn of curricular validity, see the section on
validity). .

Furthermore, the levels of cognition being taught in each classroom will
frequently dictate thé magnitude of indiwvidual gain scores. Knowledge level
objectives and low level comprehension objectives requiring simple recall of
factual content may exhibit large performance differences between pre- and
posttestings. Impressive gains for these okijectives should be anticipated.

On the other_hand, it would also be reascnable toc expect that objectives
designating complex concepts or skills at the upper levels of the cognitive
hierarchy, (e.g., application, analysis) may not demonstrate pronounced changes
in individual or group performance as a result of the spscific instructional

program. Gains for these objectives may not be observable for several months



or even years.

Since the content of the objectives specified by a teacher are determined
by the student's instructional level (s}, it is possible for greater achievement
gains te result in the following types of classes: (a) those at the lower
grade levels, (b) those where basic skills or knowiedge objectives are baing
taught, and (c)} those composed of low or underéchievinq stﬁdents (e.g., learning
disable@). Comparatively leower gains may be found for classes at the upper
grade levels, for classes where higher level skills are stressad, and for
classes composed of high ability students. Of course, the types of objectives
assessed by the test and the heterogeneous composition of individual classes

can markedly affect these trends.

Accessibi;ity of Instructional Materials

The instructional materials and resources needed for teachiné should be
accessible to all teachers. If some teachers havg constraints on what materials
they can use in their classrooms and other teachers do not, instructional
effectiveness can be impeded and gain score comparisons among teachers would
be unfair. The methods employed by teachgrs to attain instﬁuctional objectives
may wvary:; however, the materials required to execute those methods may not. At
least, if the materials do vary from classroom to classroom, that variability

should be due to teacher choice, not to administrator edict.

Student Characteristics

As suggested in the preceding sections, the composition of a given class
can have an impact on pretest-posttest achievement gains. The specific
direction of this impact will be governed primarily by the ability distribution

in the class and the demographic characteristics of the students.



Ability

An ability distribution can be described as homogeneous or heterogenecus
based on the amount of test score variance and also as high, average, or low
based on arbitrary cutoffs above and below the mean. In general, a homogeneous
class.of average to high ability students who perform poorly on the pretest in
September can demonstrate the most dramatic gains over a six- to nine-month
period. These children have the greatest potential and chance for improvement
in achievement test scores. On a set of basic skills objectives, these children
have a high probability of exhibiting performance gains as a result of
statistical regression effect (see section eon validity), irrespective of class-—
room instruction.

Any other type of ability distribution wil; benefit to a 1e$ser_extent
from noninstructional factors. In particular, underachieving students (a.k.a.,
learning disab;ed} have a lower overall potential for achilewvement gaing and
gifted students often have little possibility for improvement on many in-grade
standardizaed tests where they have performed at or near the test ceiling on the
pretest. Therefore, c¢lasses containing propeortions of learning disabled and/or
gifted students can be expected to yield average gain scores lower than classes

without such students, where all other characteristics are similar.

Demographics

!

Socioceconomig level. Certain demographic characteristics of students also
interact with achievement to produce either inflated or deflated qéin scores.
For example,_the socioceconomic levels of stuaents and their gecgraphic location
in the scheol district can influence accessibility to library facilities, an.

academic environment in which to study, micrecomputers, and the like. Studants
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who are disadvantaged in relation to thése educational supports may not
manifest performance gains comparable with other students in other classes.
Sex. The proportion of males to femaleé within a class can contribute
to differential gains. Rate of learning to read and to solve matheﬁatical
problems differs .for males and for females, especially in the primary grades.
Whether achievement motivation or.oﬁher factors can explain such differeﬁces
is not clear. However, it is clear that classes composed predominantly of
males will rarely yield average gain scores in reading and mathematics the
same as classes composed mostly of females. Sex differences of students
within and across classes should be considered in interpreting the educational

productivity of teachers.

Reliabiliity of Test Scores and Gain Scores

Test Scores

Reliability refers to the degree of consistency between two or more
measurements of the same thing. It may be the individual scores or the
decisions basad on those scores that are analyzed over repeated measurements
using a single test or parallel test forms. Among the different types of
reliability that account for different sources of_error in the scores,
those most informative in the assessment of pretest-posttest achievement
gains are internal censistency, test-retest (stability), parallel-forms
{equivalence}, and equivalence and stability.

If the same test is administered at thg beginning and at the end of
the school year, an es£imate of internal consistency reliablility such as
coefficient alpha {or Kuder Richardson formula 20} should be computed for
the test at each administration (£ll and 522). It measures the adegquacy
of item sampling from the same content domain or item homogeneity: that is,

the degree to which the items measure the same construcht. High alpha



coefficients are desirable for estimating the.reliability of gain scores.

‘In addition, the correlation between the scores from the two testings
(£12) should be calculated to furnish evidence of the stability of the scores
over nine months. Publishers of norm-referenced tests usually report test-
retest estimates for shorter time interGals {e.g., three to six months). A
high c¢coefficient of stability can reduce statistical regression effect
between the pretest and posttest (see section on validity of gain scores),
but at the time decreases the reliasbility of the gain scores.

When parallel test forms are administered, both estimates of equivalence
and eguivalence-~stability should be obtained. Coefficients computed from the
scores of parallel forms administered nine months apart will often be lower
than test-retest coefficients because two sources of error are assessed:
nonequivalence of item samples and instabllity of scores over time. These
reliability coefficients must satisfy minimal standards for the intended
score use. However, a high degree of equivalence between forms will not‘
preclude the need to equate thg scores on the two forms to conduct the

gain score analysis.

Gain Scores
A considerable amount of research has been devoted to the study of how
to measure change or gain over time (see Bereiter, 1963; Cronbach & Furby,
. !
1970; Linn s Slinde, 1977; Lord, 1956, 1963; O'Connor, 1972; Webster &
Bereiter, 1963). Much of this work has cited twe major deficiencies of
pretest-posttest gain scores: their low reliability and their negative

correlation with pretest scores.

The formula for the reliability of a gain score (EGS} can be expressed
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in terms of the reliabilities of the prescores (rll} and postscores 522},

considered separately, and the correlation between them (£l2)' ar

+ —
AR VR S P

r =
-(G9
2 (1 512)

From this formula it can be seen that if the alpha coefficients are identical
and equal to the test-retest coefficient, the reliability of the gain score is
zero. Also, a ﬁigh test-retest correlation tends to produce a low gain score
reliability. Linn (1981, p. 87) gives an example for a tést with a common
variance and a reliability of .80._ The reliability of the gain score would
be .60, .50, .33, and .00 when the correlation {512) was .50, .60, .70, and
.80, respectively.

While low reliability of gain scores is a serious concern in individual
decision making, it is not a "fatal flaw" in group decision making where an
average gain score is computed. This first deficiency is not an intractable
problem in measuring teacher productivity.

The second deficiency of gain scores is their negative correlation with
pretest scores. If the pretest and posttest variances are egqual, the correlation
between the pretest sncores and gein scores is necessarily negative because
512 will be less than 1.0. This means that students with low pretest scores will
tend tc have larger gains thaﬁ students with high pretest scores. However,
the converse is possible. If the posttest variance is considerably larger

than the pretest variance, r _ may be positive, in which case the initially

1.2

higher scoring students have a built-in advantage (see Linn, 1981; Zimmerman &

Williams, 1982).
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A vqriety of methods has been proposed for éstimating gain, including raw
gain, gain adjusted for pretest error, gain adjusted for pretest and posttest
error, the difference between true posttest and pretest scores (Lord, 1955),
raw residual gain, estimated true residual gain, a "base-free" procedure (Tucker,
Daﬁarin, & Messick, 1966), and posttest score adjusted for initial academic
potential. Interestingly, the findings of investigations comparing these
procedures {e.g., Corder-Bclz, 1978} Overall & Woodward, 1975, 1976; Richards,
1976) and the statistical models based on multiwave data (as opposed to two-
wave or two-occasion pretest-posttest datai recenfly recommended by Rogosa
and his colleagues {Rogosa, Brandt, Zimowski, 1982; Rogosa & Willett, 1933)
and others (Nesselrocade, Stigler, & Baltes, 1980) tend to diminish the
seriousness of the aforementioned deficiencies. As Rogosa et al. (1982)
pointed out: (a) "low reliability [of gain scores] does not necessarily ﬁéan
lack of precision,"” and (b} "the difference between two fallible measures can
be nearly as reliable as the measures themselves" (p. 744). OQverall and
Woodward (1975) alsc demonstrated that the unreliability of gain scores should
not be a cause for concern in determining an instructional effect between two
testings. A true effect can be evidenced using a t-tvest for paired observations
"irrespective cf the zero reliability of difference scores udpon which all
calculations are based" (p. 86). In fact, the power of tests of significance
is maximum when the reliability of the difference scores is zero.

In the measurement of educaticonal productivity based on a pretest-posttest
design, it can be argued persuasively that the simple mean difference score or
raw gain between pre— and posttestings is about as accurate as any other estimate
(Richards, 19763 . However, a single inference derived from only two measurement
points {(e.g., September and May) can be regarded as questionable. Many different
factors can invalidate an inference over such a lengthy time interval (see ssction

on validity).
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An alternative strategy for meaSuring gain that offers particular advantages
over these pretest-posttest two-wave data is worthy of consideration. It involves
the use of multiwave data (Rogosa et al., 1982)., Multiple measurements such as
September-January-May furnish additional information that can improve the
precision of gain score estimates and the validity of productivity inferences

drawn from those estimates.

Validity of Test Score and Gain Score Inferences

Test Scores

Validity is the degree to Whi&h a test achievés the purposes for which it
was designed. It is inferred from the way: in which the test scores are used
and interpreted. While centent, criterion-related, and construct validity are
applicable to achievement test scores in general, there are séecific types of
validity evidence that must be obtained to justify score inferences about
teacher productivity. As mentioned in the earlier section on test selection,

such evidence relates to curricular and instructional validity.

Curricular validity. Curricular validity refers to the extent teo which

the items on thg test measure the content of a local cuvrriculum (cf. Menlung, '
1979, p. 682). While conceptually similar to content validity {Madaus, 1983;
Schmidt, Porter, Schwille, Floden, & Freeman, 1983) and even viewed as synonymous
with content wvalidity (Cureton, 1951; Hopkins & Stanley, 1981, chap. 4; Madaus,
Birasian, ﬁambleton, Consalvo, & Orlandi, 1932), curricular validity is
cperationally very different. 1In the case of standardized, norm-referenced
tests, it does not focus on the content domain the test was designed to measure;
it deals with a specific domain toe which the test is later applied. The relevance
of the test in a specific application is being evaluated. Rarely would pexfect
congruence between the two domains ever occcur {see, for example, Bower, 1982;
Jenkins & Pany, 1978; Madaus et al., 1982, Porter, Schmidt, Floden, & Freeman,

1978} .



Evidence of curricular validity is obtained by determining the degres of
congruence or mismatch. This is based on a systematic, judgmental rewview of
the test against the curricular objectives or materials by content experts.
These experts may be g¢lassroom teachers or curriculum specialists; they are the

only professicnals in a position to judge curricular validity. The review can

vary as a function of the following: (a) single grade versus cumulative grade
content, (b) specificity of objectives or content/process matrix, (=) internal
versus external determination, and {d) curricular materials versus actual class-
room activities (for details, see Schmidt, 1983a, 19é3b; Schmidt et al., 1985).
What emerges from this process are several estimates of content overlap, including
the amcunt of content in common, the percentage of the local curriculum measured
by the test, and the percentage of items on the test not covered by the curriculum.
The second estimate in particular can furnish evidence of the curricular validity
of the test.

When a standardized test is found to have low curricular validity, alternative
testing procedures should be considered. One procedure invelves customizing the
test by developing supplementary items to £ill in the identified measurement gaps.
These items would be administered and scored in conjunction with the standardized
test. Technical preblems arise in evaluating the validity and reliability of the
"supplementary test" and in eguating its scores to the appropriate national norms.
Another proéedure'is to choose a lower level test that provides a better curricular
match. Administering this below-grade-level test is called out-of-~level testing.
Its advantages and disadvantages have been discussed elsewhere (Arter, 1982; Rerk,
1984, chap. 3).

Instructional validity. A concern related to curricular validity is whether

standardized achievement tests measure what is actually taught in the schools.
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Very often it is simply assumed or implied that evidence of curricular validity
means that the objectives guided the instructicn and the curricular materials were
used in the classroom. This does not necessarily follow, as several studies have
demonstrated. {Leinhardt & Seewald, 1981; Leinhardt, Zigmond, & Cooley,
1981; Poynor, 1978; Schmidt et al., 1983}. What is measured by the test
is not always the same as what is taught, especially with regard to standardized
tests. Hence, a distinction has been made between these different domains to
which the test items can be referenced (Schmidt et al., 1983). When the domain
is the instruction actually delivered, a "measure of whether schools are providing
students with instruction in the knowledge and skills measured by the test"
{McClung, 1979, p. 683) is called instfuctional validity.

Instructional validity refers to the extent to which the items on the test
measure the content actually taught to the students. Several technigques have
been proposed for assessing the overlap between the test and the instruction,
Popham {(1983) has identified four data-sources for describing whether students
have received instruction that would enable them to perform satisfactorily on
a test: (1) observations of ¢lassroom transactions, {2) analyses of instructiocnal
materials, {(3) instructor self-reports, and (4) student self-reports. Although
he views these sources as methods for determining the adequacy of test preparation
.(Yalow & Popham, 1983}, they can be considered as techniques for gathering evidence
of instructional validity. Unfortunately, Popham's (1983}.evaluati0n of those.
technigques suggests that the process of estimating the percentage of a standardized
test ;hat has been covered by teaching has numerous methodological problems related
to executing the data-gathering procedures, s¢ as to provide adequate evidence
(see Leinhardt, 1983; Schmidt et al., 1983). They stem, in large part, from the
variability of instructional content, not only among different classes, but within
a single classroom. Therefore, despite the importance of instructional valldity,
further research is required before it can be measured reliably, validly, and
practically. (Note: The difficulties assoclated with gathering evidence of
instructional validity are similar tu those encountersd in making fair and equitable

decisions cbout merit pay.)
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As demonstrated in the trial of Debra P, v. Turlington (1981), the foregoing
types of validity evidence are applicable to criterion-referenced competency tests
as well as standardized, norm-referenced tests (see also Hardy, 1983; Madaus, 1983).
The Fifth Circuit Court ruled that "the state must demonstrate that the material on
the test was actually taught in the state's [Florida] classrooms in order to establish

the regquisite 'content wvalidity*" (Citron, 1982, p. 1l1).

Gain Scores

The validity of gain score uses pertains to the underlying pretest-posttest
design. The several pessible fagtors jgopardizing the internal validity of the
one-group pretest-posttest design have been discussed extensively in the research
methodelogy literature 4 la Campbell and Stanley (1966} and Coock and Camphell (1979).
They have also been emphasized in reviews of the RMC Rasearch Corporation's Title I
evaluation medel A (Horst, Talimadqe, & Wood, 1974; Linn, 1979, 1980b, 1981; Linn,
Dunbar, Harnisch, & Hastings, 1982; Tallmadge, 1982; Tallmadge & Wood, 1976}. Among
the factors of history, maturation, testing, instrumentation, statistical regression,
selection, mortality, and interactions with selection, only those germane to the
inference of educational productivity will be described here.

The gain score computed from the pretest and posttest administrations 3s to be
attributed to the teacher's effectiveness. The score is one indicant of his or
her productivity. The validity question asks: What oﬁher plausible explanations
could account for the gain score? 1If the gain score is invalidated, such that there
are many reasons for the improvement in student performance, only one of which may
be teacher effoft, then awarding that teacher merit pay would be unjustified. The
relevance of thé alternative explanations for gain may wvary a;ross classes, grade.

levels, subiject areas, and schools.



13

History. Galn may be due to history in the sense that gvents outside of the
school setting could have occurred over the nine months between the testings
which, in turn, affect student achievement. Home and community resources (e.qg.,
books, computers) which may vary as function of sociceconomic level, educational
and cable television programs, and the like could influence a student's proqfess
in reading, mathematics, and other subjects, irrespective of what happens in the
classroomn.

Maturation. As the students grow older, wiser, and more experienced over the
nine-month interval, their learning and measured achlevement will be affected to

some degree.

Statistical regression. Students who have low pretest scores will score

higher on the posttest and students who score high on the pretest will score
relatively lower on the posttest. That is, the most extreme scores on the pretest
tend to "regress toward the population mean" on the posttest. The regression effect
- operates {a) to increase obtalned pretest-posttest gain scores among low pretest
scores, (b} to decrease chtained change scores among students with high pretest
scores, and {c) to not affect obtained change scores among scorexrs at the center
of the pretest distribution (for details, éee Coock & Campbell, 1979, pp. 52-53).
These changes that occur due to regression cannot be attributed to the teacher.
The magnitude of the changes depends cn the test-retest reliability coefficient
and the ability distribution in the class at the time of the pretest. The higher
A

the reliability and the more average the students, the less will be the regression.
As noted in a.pravious section, highly spurious gains can occur for a class
composed mainly of average to high ability students with poor pretest
scores. These gains overestimate teacher productivity.

Mortality. In the course of a school year, students can leave a given class

for any rumber of reascns. As the composition of the class changes -- some students
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leave and others transfer in -- & selection artifact results. The students

taking the posttest may be different from those who took the pretest.

Interactions with selection. When gain scores are compared across different
classes in one school to determine which teacher deserves merit pay, there are
additional factors such as selecticn-history, selection-maturation, and selection-
instrumentation interactions that could account for differential gains in those

classes.

Criterion for Superior Teacher Productivity

There are at least three major apprcaches cone can pursue in an attemp: to
provide an operational definition for the criterion of superior keacher productivity:
(1) statistical significance, (2) educational significance, and {3) normative
significance. What makes this task particularly difficult is the term “superior."
The implication is that the average gain score of a ¢lass must be well above
average or above the level of gain that could normally be expected from nine months

of instruction. The aforementioned approaches are examined from this perspective.

Statistical Uignificance

One approach to assessing the degree of pretest-posttest achievement gain is
to compute the t-test fer palred observations. If the resulting t statistic reaches
significance, it can bhe said that the gain is "real" rather than a chance accurrencs.
Begree of gain is, therefore, defined as the magnitude ¢f gain necessary to be
found statistically significant.

Statistical significance is an unsatisfactory definition for two reasonz. First,
no graduated scale of gain is possible to differentiate normal from superior. Either

a real gain is found or it is not. And second, since the power of a statistic is
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so dependent on sample size, teachers with relatively small classes would probably
have insignificant gains and those with larggr classes would have a better chance

of obtaining significant gains. For example, for a class composed of 30 students,
there would be greater than a 90% chance of attaining significance for a large

gain; whereas for classes of between 10 and 20 students, there would be a 50% to

80% probability, respectively, of detecting similar gains (see Cohen, 1977, .chap. 2).
A1l of these estimates of power could be decreased after considefing the unreliability
of the test(s). The appropriate peoled within-class reliapility estimate for test-
retest or parallel forms data.has been developed hy Subkoviak and Levin (1977,

formula 3}. Adjustments for unreliability are especially important in view of

the fluctuation in power estimates for classroom size samples.

Educational Significance

The question remains as to just how much gain is indicative of superior teacher
performance. OCne index that measures magnitude of gain is effect size. For
pretest-posttest data, effect size is equal to the average'gain score divided by
the standard deviation of the test scores, assuming equal pretest and posttest
variance (“or details, nee Cohen, 1977, chap. 2). Gain is simply expressed in
standard deviation units soc that a magnitude of gain, of, say, .5 or i standard
deviation, can be specified as a standard for educational or practical significance.
Criteria for what is deemed small, medium, and large gains can alsc be set,

Despite the avallability of this meaningful index for defining “how much gain,™
determining the criterion for “superior' remains problematic. First, an analfsis
of glass-by-class performances over several yvears would be required to ascertain
the magnitude of gain that can normally be expected from nine months of instruction.
This analysis is complicated by the variability of class composition by grade level

and subject area. Title I evaluation results, for example, sugyest that marked
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differencas in gain can occur between grades at the lower levels {(Tallmadge, 1982).
If it were found tﬂat a .9 standard deviation is a reasonable expectation for
reading gain at a given grade level in a particular school, then at least a base-
line has been established for setting a criterion for superior gain.

Second, one must wrestle with the multiple sour&es of invalidity and measurement
error described in the preceding pages. It should be apparent by now that if a gain
of .5 were found for a single c¢lass, it would be imperceptive to attribute that
total gain tc the teacher's effectiveness, There are too many contaminating
factors that could contribute to the estimate of gain. These factors must be
addressed in order to isolate the amount of gain only due to in-class instruction.

Ideally, it would be desirable tc partial out of the total gain that proportion
of gain attributable to extranecus {neninstructional} factors. Suppose that the
observed gain scoxes by étudents in a class ware expressed in terms of variance

compeonents, or

0'2 _0'2 +G'2'
oG . TG B!

that is, the variance of the cbserved gain scores (oéG) equals the variance of
true gain scores (o;G] plus the variance arising from errors of measurement (dz).
Unfortunately, while all of the factors mentioned previously can be viewed as
systematic error variance, only a few can be quantified by experimental or
statistical procedures, such that a factor's specific effect on the gain écores
can be estimated and removed from Gég'

At present it is possible to determine the direction of the effect, increase
(positive) or decrease (negative), for most of the factors. Based on the many
years of experience with Title I program evaluations and the issues examined in

this paper, there appear to be 13 factors that can ilncrease pretest-posttest gain
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scores from September to May in any given school year:

1. history

2. maturation

3. statistical regression

4. overall school effects

5. low level cognitive objectives

6. small class size (n < 30)

7. average to high ability levels

8. test-wiseness

9. score conversion errors
10. '"minor" variations iﬁ test administration
11. teaching to the test
1Z. coaching on test-taking skills

13. random error

& few studies of regression effect with classes composed primarily of low
achievers (Linn, 1980a; Roberxts, 1980; Tallmadge, 1982), small class size (Horst,
1281), score conversion errors (Elman, no date; Finley, 1981), and random error
{Tallmadge, 1982) indicate that these factors alone could account cumulatively
for as much as a half standard deviation in gain. The degree to which the other
factors could spuriously inflate the average gain is difficult to assess. Further-—
more, the impact of the 13 factors in one classroom can alsoc be very different
from the impact in other classrcoms within the same school.

Those factors that can decrease measured galn include the degrxee of curricular
and instructional invalidity of the test, high level cognitive objectives, and a
high proportion of underachieving or gifted students. Féctors for which the bias

may be either positive or negative are mortality (or attrition) and test sceore
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equating erxrors.

The net effect of these 19 different féctors is to produce a sizable gain
in achievement independent of teacher effort or instruction. The cumulative
effect of the 13 factors that positively bias estimated gain appears large
enough to overstate the amount of teacher effect by a substantial margin.
Currently, this "margin" can not be determined exactly. As a conseguence, it
would be difficult to set a criterion for superior teacher productivity that
exceeds both normally expected gain and the gain due to the various sources of

invalidity and error in each classroom.

Normative Significance

The statistical and educational significance criteria for supsrior teacher
productivity can be viewed as absolute; that is, a designated criterion can he
met by one teacher irrespective of how other teachers perform. In fact, it is
conceivable that no teacher may satisfy the criterion for "superior” at a
particular point in time.

In czontrast, tﬂe normative significance approach utilizes relative criteria,
so that "superior" is defined in relation to a norm group of teachers. In one
grade level at one school, for example, teachers may be ranked according té their
estimated class gain scores. The teacher in that norm group with the largest
gain may be identified operationally as superior, relabtive to the other teachers
in the ncorm group. The magnitude of gain necessary to be classified as superior
may vary by grade level, subject area, and school. The implication is that
“superiqr" has no absolute meaning as far as preductivity; it has relative meaning
only.

Embedded within this relative meaning of superior are numerous Sources of

unfairness and inequity. Unless classes are comparaple or matched on the factors
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discussed throughout this paper, there are no defensible grounds for assuring a
fair and equitable determination of superior praductivity. The between-class,
between—-grade, and between-sublject variability of student characteristics
interacting with the 19 sources of invalidity and error listed previously render

any such determination as fallaciocus.

Conclusions

The various sections of this paper have describhed the difficulties one would
encounter in developing a teacher merit pay system based on pretest-posttest class
gain scores. The different stages of development were scrutinized,.from the initial
stage of achievement test selection through the specificatien of a criterian scoxe
for superior teacher productivity. It is now possible to deduce savergl conclusions
about the process f?om the issues that emerged:
1. The pretest-posttest gain score medel is afflicted with numerous
sourceé of invalidity gnd measurement error.

2. Between-class, between-grade, and between-subject variabkility of
cbhbijectives, instruction, rescurces, and student characteristics
preclude (a) the.trouble*free selection of an appropriate
achievement test, (b) the precise estimation of gain, (¢} the
setting of a meaningful criterion for superior teacher preoductivity,
and {(d) the inference that estimated gain is attributable solely to
teacher effort.

3. Although there does not seem to be any single source of invalidity or

error-(systematic.or random) that 1s large encugh to invalidate the
model, the combination of multiple scurces analyzed cumulatively does

prove fatal to warrant redection of the model.
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4. Gain score evidence can be so misleading that it should not even
he used to corroborate other evidence of teacher effectiveness or

performance {(e.g., administrator ratings).

Many of the obstacles in the path of the.gain score model stem from its
indirect measurement of teacher performance. Even if gain scores could be
measured precisely, there still remains an inferential leap from improved
student performance to supericor teacher productivity. As the sources of
invalidity strongly indicate, this leap is of nontrivial proportions.

Obviously it is premature to use achievemént gain séores to infer superior
teacher productivity as crieria for awsvding merit pay. The measurement,
statistical, and design issues examined in this paper render such a practice as
indefensible. It would be exceedingly difficult, if not impossiblé, te logically,
theoretically, or empirically justify the practice as fair and equitable for all
teachers., Certainly if the gain score model is indefensible on these grounds, it

will probably be indefensible on lagal grounds as well.
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